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1. Introduction
For more than 18 months, most of the Weather Forecast Offices (WFO) of NOAA's National Weather Service (NWS) have been operationally using the Interactive Forecast Preparation System (IFPS)  to prepare gridded forecasts and submit them to the National Digital Forecast Database (NDFD).  These grids are transmitted across the Wide Area Network (WAN) of the NWS' Advanced Weather Interactive Processing System (AWIPS) routinely.  Recent studies suggest that the volume of data associated with these transmissions may contribute to slowdowns in the AWIPS Message Handling System (MHS).  An AWIPS MHS slowdown of sufficient magnitude will delay critical weather data.  In extreme cases MHS overloading may lead to the loss of Watches/Warnings/Advisories.

Long term, the NWS is well on its way to remedying the overloading problems on the AWIPS WAN.  New DX processors will replace the dated DS processors that currently handle MHS traffic.  The X.400 protocol used by the AWIPS MHS will be replaced by the more efficient Simple Mail Transfer Protocol (SMTP).  Finally, the AWIPS WAN will be revamped from is current hub-and-spoke model to a Multiple Protocol Label Switching (MPLS) model.  All three of these improvements will improve throughput on the AWIPS WAN remarkably.  These long-term improvements, however, will not give the AWIPS WAN the relief it needs for the 2005 severe weather season.

The rsync utility shows great promise for mitigating WAN congestion caused by IFPS Service Backup (SvcBU) grids.  In Spring 2004, MDL developed a prototype IFPS Service Backup Grids Transfer system (SvcBuGT) to move IFPS SvcBU grids from Alaska Region (AR) WFOs to the AWIPS Network Control Facility (NCF).  The SvcBuGT system uses the rsync utility for all file transfers.  Rsync uses remote-update protocol to transfer only the differences between two sets of files across the network link.   Along with compression and bandwidth limiting features, rsync can update IFPS SvcBU files regularly without transferring as much data as the normal AWIPS MHS transfer technique.
2. Purpose
The purpose of this plan is to minimize delays of critical weather data during the 2005 severe weather season by expanding the SvcBuGT prototype to include additional WFOs.  Specifically, the 21 WFOs that are served by the EAX and TSA hubs on the AWIPS WAN will be added to SvcBuGT.  Using the rsync protocol rather than the AWIPS MHS to move SvcBU grids from these WFOs to the NCF will give short-term relief to the AWIPS WAN.  This solution will greatly lessen the impact of IFPS gridded traffic on the AWIPS MHS and reduce the likelihood of delayed critical products on the WAN.  An additional benefit of this effort will be the gathering of communications data that can assist in engineering a final, operational SvcBuGT system. 
3. Implementation Plan
Article I. The IFPS SvcBuGT system is currently hosted on a single Dell™ PowerEdge™ 1650 rack-mounted server.  The server is named svc1-ancf, and it is part of the ANCF cluster.  Svc1-ancf is connected to the ANCF 10/100 Mbps Ethernet LAN via an HP ProCurve Networking Switch 2524.  Svc1-ancf seems to have more than enough capacity to handle the SvcBU grids from 3 AR WFOs.  The server, however, is a single point of failure; this fact should be given due consideration before expanding its role.  
Article II. The routine transfer of SvcBU grids to the NCF is not a critical part of WFO operations.  These gridded data allow a Backup WFO to quickly take over routine forecast operations from a Failed WFO.  Short-fused Watches/Warnings/Advisories can be issued by a Backup WFO without downloading the gridded forecasts.  That said, these gridded data are an important part of IFPS SvcBU.  If a Backup WFO is forced to provide SvcBU for a Failed WFO without these data, forecasters will be forced to do hours of extra grid editing at a time when resources are already stretched thin.
3.1. Hosting Options for SvcBuGT
Option 1:  Status Quo

If no action is taken, IFPS SvcBU grids will continue to burden the AWIPS MHS.  The EAX and TSA hubs have been identified as being particularly at risk for MHS problems.  Status quo will leave this problem unaddressed.

Option 2:  Expand SvcBuGT using Current Hardware

Expanding SvcBuGT to handle grids from the 21 WFOs attached to the EAX and TSA hubs will mitigate the MHS problems at the EAX and TSA hubs.  It will, however, expose these 21 WFOs to the risk of using a prototype host (svc1-ancf) with no operational backup.  These risks can be mitigated by documenting procedures that can be quickly implemented in the event svc1-ancf fails.  The procedures will likely not be available after hours, but they could be implemented in one business day.  The change from rsync back the MHS will, of course, have negative consequences for AWIPS, but should be no worse than the status quo.
Option 3:  Expand SvcBuGT using Current Hardware; Add Cold Standby

Like Option 2, this option mitigates MHS problems for the 21 WFOs.  It addresses the single point of failure (svc1-ancf) by procuring a similar host than could act as a cold standby.  In this scenario, a failure of svc1-ancf could likely be addressed in one business day.  Port restrictions on the HP ProCurve 2524 Switch make it impractical to implement a warm backup.  It’s not clear that a suitable host can be procured in a short period of time.
Option 4:  Expand SvcBuGT using Current Hardware; Test Other ANCF Hosts as Backup to svc1-ancf
Like Options 2 and 3, this option mitigates MHS problems for the 21 WFOs.  It addresses the single point of failure (svc1-ancf) by using one of the other hosts on the ANCF Local Area Network (LAN) as a backup host.  In this scenario, a failure of svc1-ancf might be addressed by NCF personnel in less than one hour.  ANCF hosts that might be candidates for this purpose include as3-ancf and as4-ancf.  No attempt has been made to determine whether these hosts have sufficient capacity to take on the SvcBuGT processing.
Decision (4/20/2005):  Option 1.  During prototype period, single point of failure is an acceptable risk.
This option mitigates the single point of failure and can be implemented quickly.  Some effort will be required to NFS mount appropriate directories and conduct a feasibility test.

3.2. Tasks/Schedule

3.3. Required Resources
· WFO personnel at 21 WFOs to implement software changed needed for rsync.

· NCF personnel to assist in monitoring tasks.
· SEC/MDL personnel to configure and test SvcBuGT software.

· If Option 3, described in Hosting Options, above, is selected, additional host must be identified or procured.
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Select hosting option for SvcBuGT.  (4/20/2005.)


Develop and test failover procedures as appropriate for chosen hosting option.  (Week of 4/25/2005.)


Roll-out WFO software to support SvcBuGT.  (Week of 4/25/2005.)


Expand SvcBuGT to include the following WFOs:  RIW, PUB, BOU, CYS,  BYZ, GGW, TSA, EAX.  (Begin, week of 4/25/2005; finish, week of 5/2/2005.)


Monitor performance of host svc1-ancf and adjust script.  (Continuing.)  Options include:


Adjust polling from 5-minute pauses to 1-minute pauses or continuous polling.


Invoke multiple instances of SvcBuGT.


Further expand SvcBuGT to include the following WFOs:  ABR, ICT, AMA, LBF, BIS, OAX, OUN, DDC.  (Begin, week of 5/2/2005; finish, week of 5/9/2005.)


Monitor performance of host svc1-ancf and adjust script.  (Continuing.)


Expand SvcBuGT to include the last WFOs:  SGF, TFX, GID, TOP, GLD and UNR.  (Begin, 5/9/2005; finish, week of 5/16/2005.)


Monitor performance of host svc1-ancf and adjust script.  (Continuing.)








